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‘1’IIc real tii[]e processing of ocean alti[[leter  waveforIsl data to obtain higher accuracy

OC(S:LJI  ~[lifact,  height  fields ha.~ loIIg beeII tllougbt  desirable, but not feasible due to

(lie co]]l])utatiotlal  cost of exislitl,g  wavefor]rl  proccssi]lg  algc)ritlllns.  ~’be desirabi l i ty

of SIICII an algorithl[l is elllpli:isized  hy the irliproveIImnts  in orbital predictions and

goc)id  II IOdClSl  wllicll  rllake tile detection of several centit]leter  level signals using the

‘1’o])ex/I’osidoll Illissioll  feasil)le.  111 th is  pa])cr, we present a new technique for faster

tl]atl  r<al till~e estill~ation  of I}eigllt  frolll  altimeter waveforrIls  using lnocfest  computer

resources, ‘l’lIt> algorith~]l  is tested  theoretically  using Monte Carlo simulations and

priictical]y  using  wavrfortl) data froll]  tile Geosat altimeter nlission.  We also examine

tllesource of errors  for tbe(; rosat  Ileights,  alldstucly  thepossibility of~naking  empirical

I)olytlc,]l)ia  lcorrectiolls  using ~~a~eforrllfitti]lg.  \Ve pay special attention to the length

of tillle  IIeeded to esti][late  accurate corrections as well as the functional form such

correctiotis  sl)ould  take. ‘1’be in]portauce  of the non-Gaussian nature of the sea surface

ill prc)duci]lg  height  biZLW’S  whict~ me correlated with sea state is a]so exaxnined.

1. I n t roduc t ion

Satellite altimeters have deuloustrated  the capability of lnapping  ocean mesoseale vari-

alli]ity  a]id have sli{!wll  potontia]  in determining basin scale circulation, The TO I’F,X n~is-

siou [Zieger et al., 1991]  features precision in the orbit determination and the correction for

gcol)hysical  propagation effects sufficient to determine global scale circulation. As the errors

due to tile orbit and propagation efl’ects  are reduced, it becomes increasingly desirable to

also reduce the errors due to the height estimation algorithm. These errors include both

short  wavelength random noise , and, lnore ilnportat[tlyl  potential long wavelength errors

due to significant wave lieight  (SW II) biases and altilneter  misprinting, or the presence of

unmodelcd  ocean surface effects, such as the surface skewness [Rodriguez,1988].

In addition to the onboard height estimates, satellite altimeters also return the radar

signs], or waveform. This waveforln contains information about the surface height, SWH,

Lackscatter  cross section (which lnay be related to wind speed), altimeter attitude, and sur-

face skewness. ‘1’he onboard height estimation algorithm is of necessity rather crude [Chelton
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et al. 19,S{)] ;il)d an improved estill)ate  of tile L’aric)us Paralneter-s can he obtained by using

IIlore o])ti]l):il  algoritlillls. ‘l’he Il]ost commoIIly  used algorith]n  is tile least square fitting

o f  ttlc altilll(’t(’r  rctlirlk  [Il:iy[ke ali(l  ll:ilIcock, 1991]. ‘J’IIe illl~)leII)eIltatior[  of this algorithm

sIIfl’er5  froIll tile disadvantage that tile fLttiIlg  fullctio][  cannot he expressed analytically and

I]ul)lerical  derivatik’es ll:id t o  be co]nl)uted. ‘1’his  ]nalies the algorithln  uxlsuitahle for real

tillle  l)roccssillg  of the Ivavefc)rlll  data. 111 order’ to obtain all aILa}ytic  fitting function, the

decollvolutic)ll  Il}etllod  [I, ipa and }{arrick, 19S1], [l{odriguez,1988], [Rodriguez and Cllap-

]lIaII, 19S9] was introduced and SIIOWII to give real tilnc unbiased estimates for the height.

IIowever,  [Ieitlier  of these algorithms was optimal, in a statistical sense. A maximum like-

liltood  algoritl~~n  w a s  d e r i v e d  iu [l{odriguez,19S8]  and [Srokosz,  1988]. ~’his a l g o r i t h m  h a s  ~

tile potelitial  of ~reater  accuracy tl~al]  the previous two algorithms, but again suffers from

the disadvalitage  that it is Ilumerically slow, due to the fact that the fitting function is not

alia]ytic.  All alternate al)l)roac}l  to reprocessing the data has been presented by 13renner et

al. [1993], a l)ar;lllletlizatic~ll  of tlie return  waveforln which is not hased on the convolution

Illodl?l  of ]11’own [1977]. ‘]he Illet]lod  pro])osed  in that I)aper was shown to improve the

oceanogral)liic  height sigual, but also suffered from being computationally  slow, and was

Ilot based oll the physical scattering theory, which allows, in principle, the recovery of ocean

surface parallleterso  In this paper, wc solve the problem of how to make the fitting function

analytic, thus allowing for faster than real time processing of altimeter waveforms resulting

ill very high accuracy determination of sea state parameters.

‘1’he  derivation of the fitting algorithm and its performance for the TOPEX and Geosat

altin)eters  are discussed in the first two sections of this paper. In the third section, we apply

tile algorithln  to Geosat  data. We show how tile notni[lal  Geosat  point target response can

be shown to he in error, and discuss the estilnation  of the true point target response from

the data. Fillally,  we use our algorithm to derive corrections

and compare against the work of lfayne  and }Iallcock [19!31].

2, The Fit t ing Algori thm

‘1’he ll~axilllum  likelihood functic)]l,  illcluclillg  the effects of

based on SWH and attitude

bin-to-bin and pulse-to-pulse
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si~lial  correlations, \vas derived iIl [Rodriguez,19SS]. Its logarithm is given by

(1)

\vlIfJr(I  JI i s  tlIe lIUI1)I)CI  01 (lath saIIIl)les, the (lJ Tcpresent  the waveform parameters, the ~;

arLI tllc oig,ellvalues  of tlIe corrrlatioll  ]Ilatrix for the retur]l  waveform

where p, is the retur!l  power in tile ith bin, })i(aj) is the mean expected signal  power given

the fittil~~  IIarallleters, J\r is the lliean expected noise power, D is a diagonal matrix whose

ith Clelllelit  is c~, aud S’ is an ort\\o~onal  transforlnation. l’ina]ly,  the vector vi is defined  by

III ~ellera], tile cc)rrclatioll  IIlatrix is Ilot diagollal: the waveform samples are correlated

wit. ]1 c:icli  ottler  due to tile tillite  sidelobes of the altimeter point target response [Berger,

1’072], [Rodriguez and Martin, 1992]. l’iiis Inakes  the task of estimation cumbersome since

at Path st.cl)  c)I’ the estinlation  process the correlation matrix Inust be calculated and diago-

mdized. llo!vever, ill theoretics] and experimental studies [Rodriguez and Martin, 1992] we

have shown that the correlations are small, and we will ignore then] henceforth. (The effect

of ig[loril}g these correlations will be discussed below). In addition, we will also ignore the

factor  ~i ll~(~i((tj))  as we have fou]ld  that this factor, since it is not data driven, affects the

n]illilnunl  of the maximum likelihood function very little. Making these assumptions our

s~lb-tl)axin)un]  likelihood estimator is given by

(5)

w tlore some co[lstallt  factors havf’ been neglected. In the previous expression, Tli is the

number  of indcpend~nt  signal samples. Due to the effects of pulse-to-pulse correlation, the

number  of independent signal samples need not be the same as the number of waveforms
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Martin, 1992]. The  value of ?Li

be coded efficiently enough for

rca] tilllr  l)lt)cessin~. 1’01 thC’ s a k e  of colllputational  e[licicmcy, W’e set ?t~ =  11. ‘1’his will

oIIly be IIoticeab]e  ill tile c:irly  part of the leading edge and for low SWII,  when lJulse-

to-l)ulse corre]atioll  efl”ects  lllay  b e  Iloticeable. If these assu)l)ptions  are made, the sub-

ll)axilnull~  likelil)ood  estill~atoris  equivalent to the “maximun~  likelihood estimator” derived

ill [Src)kosz, 19ss], when all the correlation effects were neglected.  l’he  problem is reduced to

weighted least  squares mtinlatioli, where tile the weighting function is the mean waveform.

l{atller tha[l calcul:ttillg this quantity  iteratively, we use the fact that over short time spans

the occal) l~arallletprs, slid 11~’nre the lnean waveform, change very little. Thus a good

estill):ite of tlie IncIan wavr!or  III to be PII)I)loyed  in weigh  tilig the residues can be obtained

by silllp]y averaging the data:

(6)

wlIPre tllc SUIII extends over tile Ilulnbcr of waveforll)s  ziverage(l.  For Geosat,  for instance,

iaftcr avetap;illg  one second’s wort]l  of waveforllls, one obtains the waveform to approximately

:3 %, accuracy. l’or the TOI’l  X altimeter, which has a higher pulse repetition frequency

( 1’1{ k’ ), ollc second averaging  yields the mean waveform to approximately 1.670 accuracy.

l’ina]ly,  it is useful to reduce the numl)er of estimated parameters in order to increase

l.lle stability of the solution. The return waveform is fully  characterized by the following set

of l)arallleters: the surface standard deviation a, the tracker height offset 6h, the skewness

of tile specular  point distribution A, tile off-n a(lir angle <, the surface radar cross section ao,

and the therlnal  noise level, N. q’hc thermal t~oise  level does not change over short periods

of till~e.  Since it is a Gaussian process with constant mean, and since the beginning of each

wavcforll~  record  starts with a section where no signal is present, we estimate the thermal

noise levrl separately as
, ?lt k

(7)

where the first sum cxteIlds over the different waveforms, and the second sum extends over
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‘t]Ic wavefo]lli  samples ill tlie therlllal  noise region of the wavcforIn. As is well known [Soren-

}S{)]i, 1 !JxO], this is the Illaxilllulll  likelihood estilllator  for the thermal noise. In our processing,

~~ll)tractc~d  frc)lll  all t}le  w’:il’efornls  used to form its estimate.

ljrcvious  :issull)ptions, tile waveform paralneters calL he estimated by

“J’his  fulictioll  is highly nonlinear in the wavefc)rm  parameters, which

lllali(’S  tlIc task of Illinilllizatioll  Ilo(l-  trivial.  \\’e make use of the fact that the waveform will

I)e rcl)roccwsc(l  on tile g r o u n d , \vll{Jn  the Iic)mi[lal  altimeter algorithms already give good

mtilll;  ites fc)r all of tile tvaveforlll  j)arallleters,  alld linearize about all initial set of estimates,

(1, = a:”);- d(,, . \lilli)]lizatioll  of the sub-likelihood function is then equivalent to solving

llie follo~ving  linear least squar(w prohlcltl

(8)

(9)

(lo)

Even after the previous alJl)lc)xilllatiolts  have been made, the problem is still compu-

tatiol~al!y  intrnsive,  due to the fact that the mean altimeter waveform and the derivatives

of tho waveforlll  are [lot analytic functions, in general. l’he mean return waveform can be

expr{Isscd  as the colivolution of three  terms: the surface impulse response [Brown, 1977]

[I{t)(lIiRIitIz,l!)NN],  the specular l)oillt  probability density function, and the instrument point

target rc~l)ollsc  (ptr), ,y(t). An alialytic  expression exists for the mean return waveform

c)lily  wlle[l ,y(t) is a Gaussian. Unfortunately, for most altimeters, including Seasat,  Geosat

allld I’01’};X,  the point target response is a non-analytic function which resembles a sine

function squared ancl is obtained by measurement cluring the altimeter calibration.

in order to solve this prohlen)$ and in the spirit of the wavelet transform, we expand

y(t) as a SUII1  of Gaussialls  of difl’rrcnt  amplitudes, means and standard deviations

(11)



Otll’  fitting  lllethOd fO1’  tile C~’S, .< I’s, aIId ti’s IJrOCCedS iteratively. First, we take the square

root of the altillieter  calibrated point target response and alter  l~ate  the signs of the peaks to

[Jbtaill t]lo ])(.)illt tal’,<~[ l“OS])Oll  S(? iIl  t]le  VOlta~P dOllla;  Il, Wh; Ch iS  I 1 O W  h’y CIUi  St Salllp]d.  Wt?

tllell  Piyqllist  interpolate tile point target respoIlse to achieve oversampling.  We perfor~n

a seflllcntial least square fit of ii (~aussian functiou for eacli  of tile interl)olated  ptr peaks,

start illtg tvith tlie largest  alit]  prop;  r~’ssilig  to tlie smallest, ‘1’he  residuals of this initial fit are

thetl  fit a~aill  with allot hm set of’ ~iaussialls, and this procedure is continued until the desired

accurac.Y  is obtained. Figure 1 p]eselits  a comparison of the ideal point target rcponse  and

((; aussian  fits. As can be sec’11, thr fit is excelle[lt  and further accuracy can be obtained by

additio]l:d iterations, but this would be unwarranted given the accuracy of the calibration

pc)illt  target rmpollse, which is al)proxilnately  170 [} Iaylle, private communication]. Using

this al)l)roxilllatiol~, tllc drrivati~’cs  of the mean waveform with respect to the waveform

l}arallleters  ale easily calculated, ‘Ihe results are presented in Appendix A.

:3. Theoretical  Performance

‘1’o assess the accuracy of the I)revious  algorithm, we performed a Monte Carlo simulation

of the fitting procedure. Although the final fitting is linear, and one can formally estin~ate

tile fitting errors, this estimate does not take into account various possible additional sources

of error. Jye Illention  possible breakdowl]s  in the linearization assumption, and the neglect

c)f pulse-to-pulse corre]atiou  and qua]ltization  effects.

Our simulation procedure is described fully in [Rodriguez ancl Chapman, 1989]. Here,

we present  a brief description of the lnain steps. ‘1’he  (;eosat  telemetry waveform consists of

tile a~’erage of 100 pulses, and the pulse repetition frequency (prf) is approximately 1 K}Iz.

‘J’opcx  will be transmitting waveforms for Ku-band (14.4 (; Hz) and C-band (5.6 GHz).  The

Ku-band prf is approximately 4 KHz, while the C-band  prf is approximately 1 KHz. Each

Ku-band waveform will consist of the average of 4,56 pulses, while each C-band waveform

wil] be the average of 1 1(I pulses.

‘lo simulate the estimatioli  prc)cess,  we generated mean waveforms and added Gaussian

noise to ~ach waveform. The variance of the noise was determined by the number of pulses,
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tllf’  >igllal-tc)-lloise  ratio (sllr),  aIId tllc pulse-to-pulse ccJrlelatioll  properties of the waveform.

‘IO [:ik{, t his ]ast factc)l itltc)  ;L(cc)llllt, \ViI calculated ttic decorrelatiotl  time by using the van

(’ittI’lt-74tll\ikf’  t!~(wlftti  [\ V’a1511, !!) S’2], aIId, froll~ tliis, tile llumher  of independent pulse

sl~]l)])lcs.  ‘1’Iiis IIulllbc’r  differed froll] tile uunlhcr  of ljulses only in the leading edge region

:111(1  oIIly for tile Iligllcl  l)rf. ‘J’lle Lariallce  of tlie Gaussian l~oise  was set ec~ual to the lnean

Jv:ivefor)li  value divided by tllc IIlllllbor  of illdependc]lt  san~plcs. The waveform was then

qualitizcd  to x-bits,  as in ~;eosat or ‘1’cIprIx, by all adaptive quantizer  which took into account

tile largest wavefcirlll  k’aluc.

Simulatio)ls  were pc)lfc)r]llcd  tor a variety of swh, skewness, and attitude values. ‘l’he

IIoisy  cstill):itcd paralllcters, \vitll  tile exceptiou  of the skewness, were passed through a

slnc]otllitlg  filter and tile rcs~llt  of this f~lterillg  was used for the linearization of the estimation

pl’ocess, ‘1’hc  tilne cc)]lstatlt  of the filter was set to three seconds, which is equivalent to the

filtering used by existing altill~etors.

l{cslllts  of these llo[~tt’  (;aIlc~  silllulatiol~s  for the ‘1’opex altimeter are presented in Fig-

uIe i! aIId contrasted against  tllc Icquirelnellts  set for the “1’opcx mission. ‘l’he results for

(kwsat  are con)parcd  to tllc actu:il pcrfornlallce  ill the next section, As can be seen from I?ig-

urc 2, tllo fittillg  technique  l)ro{)osed here lllore than meets tlie performance requirements.

\f~e l)ote th:it  l~igure  2C S11OWS tliat  tile accurate estin~ation of the skewness parameter is

feasible given a Inoderate  amount of averaging.

4. Retracing of Geosat  W a v e f o r m s

IN order to assess the performance of this waveform fitting algorithm under more realistic

cc):llditions  than the Mo]lte Carlo tests described ixl the previous secion, we processed two

weeks of wiiveform data fronl the later part part of the C;cosat Exact  Repeat Mission (ERM):

l’e”bruary  29, 1988 to March 13, 1988. ‘1’he  measured Geosat  point target response [Geosat

1(;1)]  was fit by a set of Gaussian functions with a cutoff alnplitude  of 10-4 which produced

a lel)reselltatic~ll  wit]] errors of absc~]ute nlagliitude  less than than 0.004 when the peak of

tile l’rl’R is Iiorlllalized  to uliity. Iloth weighted and uliweighted fitting procedures were

tested  011 this (ieosat data set.
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‘1’IIP  results of this first  tri:tl CJII real data slIowed  reasonable agreement with Geophysical

l)ata I{ocords  ((;l) 1{) v~ilues  of S\Vll,  but the Ileigllt  corrections were not iIl very good

;iglf~(’lll~>]lt  ~vitll  tile (; 1)1{ yil](l(,s. \lolesigllificatltly,  tile skewness results w’erccoml)letely

ullphy~ical-  IIluch tCIOliiI’~t’  il~ IIl:iy,llilude  and n~gativein  sigu, especially forslna]l  values of

S\l’11. ‘1’11[’  suu]ceof’tii[~ disclf~l):illcy  is indicated by the dashed curves in Figure 3a, which

S] IOW’S tile difI’c,rc,l)cc  l)ct~vocil tllc fitted tlleoretica]  wavcforlt)  using the (;eosat 1) ’1 ’1{ ancl the

lllfIasured ;vavf’forln  IIorlllalizcd  hy tile II]easured  waveforln,  a v e r a g e d  o v e r  all waveforlns

corresl)c)lldi]lg  to (; 1)1{ .S\V II bct Ivoe II 1.0 al~d 1.5 m iI\ one day of data (2/29/88). ‘1’his

:sclc’ctio!~ reduced tllc nlahkin~  (Ifl’(’cts  of larger  ,SWI1 sea states on the waveform. The

relatively large (20%) negative excursion ill tile residual curve corresponding to the leading

edge of tll(, average wavefor Ill SIIUWII above slIows that the theoretical or flttecl waveform is

consisteIltly  too large in this rogio[l, which suggests that the theoretical PTR has sidclobes

which are too lar~e a~~d expktiIls  the observed large negative values of the estimated skewness

as an atte]llpt by the fittin~  l)roccdure  to colll pensate  for this error. The dashed curve in

ITigurc  3b SIIOWS  that tliis result is [lot a IJroduct  of the fitting procedure, as the weighted

Icsidlles  IIcre are tile (Iiffcrellces  between the theoretical waveform defined by the Geosat

(; I)I{ viilucs  of SJVI1, <, a[ld A/L, tvitll  A = f). The salne curve shape  is evident. We conclude

that tile calibratiotl  plocedure  used to obtaili  the point target response was contatninated

resulting ill significant systelnatic  errors.

III tile al)sellce  of hotter  nleasurwnlent of the illstrunlent  PTR, we attempted to find a

b e t t e r  fittilig  using a sillll)le  paralnetrized  model. The model consisted of the theoretical

1“1’1{, a siIlc2 function, modified by a symmetrical linear weighting function. Our best

cstil~~ate  for the Geosat  PTR thus is

PTR(T) = ( )sill(rll~)(l + 1~1/’~ 2(1 _ ~1~1)_ . . _ _
11  j]T

~vllere IJ is the chirp ban(!width,  7’ is the chirp duration, and a = 0.002 is the weighting

collstant. Both the original ~{cwsat  l’rI’R and the new P1’R are plotted in Figure 4 along

with tile diflkrence, which shows that the lnain peak is narrower and the first sidelobe is

significantly decreased in the new 1“1’R,  as required. This choice of 1’TR produces the solid



9

l~ci~llt(~(l  residual  curves in f’igure  3. Note that using the (;eosat  paraltleters  leaves a +10%

error  ill tile ]eadillg  edge w]lich is lclllo~’ed  by tile fittilig process (Figure 3a).

‘1’llp  lilli(lc)l]l-s((ttli])~  flllctuatiolis  at the sub-l%  level ;ire for the most part consistent

frolll  (Iata set to data set,  aIId ar(’ tllcr{’fore due to slight errors  in tlie multiplicative scaling

factors llsed to correct for tile filter Rains in the altimeter cclrrelator[(;eosat  ICD]. Six of the

Illultil)licrs  initially l)roduc[’d  erlors  greater than 1% and they were corrected to bring error

lPVC1 back to the 1 % level - complete  correction of the multiplier errors was not attempted

dur  tile presence of residual I)rl>l{-induced errors already at the 1% level. This limited

Inultil)licr  cot-rection  is also rcflectod  in the solid curves of Figure  3. Similar processing was

also rIIII 011 t~vo other d:tys  ill tllc tivo-week data period, with similar (to +0.2970) results.

Usili~  t Iiis correcte(l 1) ’1’}{, \v(, rctracked  the full two-week (;eosat  data set using the GDRL.

values for SJVII,  All, aIld <, :ilid A = 0.0 as i]litial  values for both weighted and unweighed

fitting  :ilgoritlilns. .4s a first check 011 the algorithm perforvnance,  we calculated the lieight

corrcctioli  stafldard  devi:ition over ~ach 10 scc averagilig  interval and plotted it against the

Il)c:ill  S}VI[  over the sanle intrrv:i] in a scatter I)lot, These results are shown in Figure 5

for both tveiglited  and ullweighted algorith~[]s,  along with solid lines showing the expected

depfvldcllce  obtailled  frc)m the  Llo[lte  Car-lo silnulatiotls. Although the scatter is large, as

expected, tile o~’erall  levels  and slopes are coIlsistcIit, showing slightly decreased level and

JeI~eIldeIicy  on SW} I usi!lg  ttle wciglited  algorithm. This suggests that the Monte Carlo

esti]llates  described in tile previous section will be useful guides to the expec.te.d  performance

of tlie retracing algorithm.

(;oltiparison  between the Geosat  G1)R estimates for SWH, (2,  and 6h (dhsa)  and the

r(,su]ts  c)f the retracing algorithm are sliowIi  in Figure 6a, b, and c., respectively. Weighted

and ullweighted  fits produced the sa~l~e results, so only the unweighed fits are shown. Each

gr:iI)h  represents  the result of 35,.500 wavefortn fits , with the distribution of the results

shown at tlie t o p , and tile l-a sta~idard deviations given by the error bars. Figure 6a

SIIIOWS tlic S\VII colllparisoll: the retrackecl SWII is higher than the GDR  value by a nearly

constant  offset of 22 cnl. l’he lower (;1)]{ vallle is consistent  with the positive peak in the

I
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resi(lllal  rlirve in Fi~ure 31J. ‘1’l~rccJtlllJ:irisotl  ofscl~lare[l-attit~l(le~2  isshowllill  Figurc6b,

ivllort,  the Ietracked  vaiiim fire ~ell~wally  less tlia])  the (;llI{  values by 0.08 degrees2 over the

lrarlg,(’ 0,1 (t) l.:j dO~I(ItI\ J \vllicll  t.olitaills  lnost of tlie data. Atl~igllerat titudesofl,2to  1.7

I]cgJ tllc letlacki,d  valutIs  illcreas(  t<, levels  sig]iifir:i:ltly  greater  thatl tile C;])]{ values (+0.4

at 1.7 des~),  I)ut those collclitiotls  :ire too rare  to sig[~ificalltly  affect the average weighted

residuals >how]l  in l’igurc 3. ‘1’lie lli~her (;1)1{ l’alues  arealso colisistcllt with the small but

clearly visible slope in the tail c)f tile residual curves in Figure lb, which is again removed

I)y tile fitting l)rocess. I’inal]y, C;I)I{ and retracked  height corrections 6h are plotted in

1[’i~llrc (jc. ‘1’lIP average retracked  heip,ht  correction is 1.01 cln greater than the GI)Rdata,

but t,lle retracked  l)c)it~tsrlc:i[lysll(~~v  by tll[tir  sllallo~vc’r  sloljetl~at  theretracking  algori thm

calculates less llcight curr[~ctiol~  than t\Le sta[ldard  C;eosat algorithm over the whole ratlge

SIlo~vll (C,,Ycf,l)t  for a slllall  offset ,around O). over the interval -lOcm to +5CIn which contains

It)ost  of tile data, the retracked  corrections range  froln -8cm to +2c1n. The large variances

ill tllvse dat:i are due only partly to noise- since fihbias has been shown to depend onSWH

all(l (~ as w’ell as 6/1, variatiori of tllcse  quatltities  will increase the variances shown in each

hill of l’i~uro 6c, tl’c \vill investigate tllese(lt’l~ell(lellcies  in more detail in the next section.

5. Polynomial  Correct ions to Geosat  Data

l’or (;msat, there  are two likely  sources for height errors for Geosat:  errors due to

Zlttit  Ude; alld, eI’rOr$ dlle tO the Sk’WIke  SS bk. The Geosat  satellite was gravity gradient

stabilized which causec] it to have relatively large osc.illations  in attitude relative to the ocean

geoid:  attitudes greater than one degree were not uncc)mmon. The altimeter tracker suffers

I)iases  due to off-nadir pointing  which Inust subsequently be corrected (luring the ground

IIrocmsi]lg. l’or Geosat, the spacecraft attitude was not known to a good enough accuracy to

lnalie  these corrections and corrections were made based on the altimeter waveform trailing

cd~e. l)urill~  tliis  processing, errors I]lay be introduced if the relationship between attitude

and waveforlll  are llot Inodeled  correctly. ‘1’he  height correction due to attitude errors is

]nodcled roughly as being linearly dependent on the product of the SWH and the square of

tile attitude. If the slol)e  is tl~is  relationship is in error, one would expect to see a linear
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tr(’lid  i]i tile residual  Ileigllt  error  ]Jrol)ortiona]  to this lJroduct.

.4 secolId utllnodrled  crrorsourccis  tlleskclL\’llcssl~i:is  [I{odriguez,1989]:  the presenceof

LllCf7tLll  \lll’l ii(’()  S lic\vIl(\s  ili(rodllc(ls  a l]ias  }vilicll  is l)ro~)ortiolla]  to tile product of skewness

tiln~s (Ile S\VII. l’i~llre  i’ l)resellt>  a Iiistogral[l  of tile skewness estilnated  by the algorithl[~

for LI:lys  (jO-7:\  of ]!)SS. ‘1’IIc  l]l~a[l  sliowJIIcss  value is about 0.15 and tile bulk of the observed

sktI\vILtIss  valllf’s lie lj(’t~vm’11  (1 all 0.:3. ‘1’llis  is consistent  with theoretical predictions and

the sraut observation nladcI  of’ this quantity [Srokosz and I,ollguet-}liggins,  1986]. A small

uulI\bcY  of negativ:’  skewness values were obscrvecf, Lut we believe that these arc clue to

estilllatioli  noise,  r.atl~er  tliall to actual  !~egative  values. A further discussion of the charac-

teristics  c)f the observwl skcwilms for both Gmsat  and l’opex will be presented elsewhere.

IILI this papcIr,  we Iilllit  ourselvch  to study its eflkct 011 the heig}it  bias.

‘1’0 test tllc 11.yl)ottlesis for the wurces  of the height error, we present in Figure 8a

the residual Ilcight orro] f’roll)  tll(’  w’avefornl retracing binned as a function of the two

parameters  Incl]tic)llcd  al)ove for days 60-73 of 1988. ‘1’lIis data shows a clear linear trend

as a fuIlction of thcw two ptiranleters. In I’igure  81) we present the resiclual errors after a

li]lear  function isrelnoved  frolll  the results presented in I’igure8a.  Theresidual error after

this linear function is rcllloved  is I)O1OW half acelltimetero  vermost  of thedata  range giving

a clear indication that these two sources of error are sufficient to account for the systematic

errors  ill tllc (jeosat tracker.

Si]lce the oceau surfac~’  skewllcss  is not rc)utinely  available for making height corrections,

a separate approach has bee]l  taken  to obtain height corrections. Hayne et al. [1991] have

advocated t}[e idea of using retracked  waveform results to obtain polynomial corrections in

terlns  of parameters available as part of the available Geoptlysical Data Record. A possible,

thou~h  Ilot unique, choice of parameters is the SW]] and the estimated attitude. The idea

behind this method is that these parameters are correlated to the true error sources and

:ipplyiIl~  all rll)piriral  correction I)asrd on these paralneters  may remove the bulk of the

e]rors.  IIayne  et al. [1991] prmentwl  all example of these correction polynomials based on

a limited set of Geosat  data.
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$iltce tile corrcctic)tls  areenlpirically  derived, one lnust average over a large data set to

sa]l)l)lc  tile ljarallleter  s])ace suf~lciellt]y  and to obtain a statistically meaningful estimate

for tile IJolyllolllia]  corilicients, ‘1’l~e Iiecmsary lel~gth of time was not adcircssecl  by Hayne

eta]. [1991]. I~]this~,al,er, fvc stu(ly this requirellicllt  by averaging the residual height

error  as a fllllctioll  of S\\JII and a(titllde for dif[rrent  illte.gration  tilnes. Figures 9a and 9b

l)rcst’llt  collLcJ~lrljlotsoftlle  rrIsidual  hoig]it  error for twodiffercnt  averaging  periods  ofolle

week. Althc)ugh tliece aresilltilar  tr~[ldsin  tlletwo sets of contours, there arealsotnarkcd

diflert’lices. ‘1’l~is  is especially true  wtlere  ~lot ]I)UCII  clata exists, SUCII asat high attitudes or

lli~h values of S\VII. I[o;vever.  cv[’n at low values of S\VII differences between the two data

setk arc a})])arellt. Figure 9C l)resel~ts  asilllilar  l)lot,  but in this case the averaging tilne is

t w o  W’e(’lis. A s  call 1)[’ S(’(’1), for this case the contours are smoother and better behaved,

even fcjr lligll attitudes. \\re conrlude  that at least this amount of averaging is required in

c)rder to obtain  stable estimates for tlie correction coQfficiellts.

.lliotller(lllestic)tl  left opmk by IIayneet all is what  thedegree of the fitting polynomial

slIoIIld be. ‘1’0 s tudy  t h i s  qucstioll, Lve fit secolld and third order polynomials to the error

s u r f a c e  I)resetlted  ill l’igure 9c. ‘lo take into account  the fact that different regions of

~)alal]~eter  sl)ii~e  are visited with diflcrelit frequency, each data point in the fit represented

tllc~avc~ra~eoveral)il~  in l)alalt~et[’lsl)aceatl(l  was weighted by thestandard  error (i.e. the

sample standard  deviation divided by tlie square root of the number of points in the bin)

wllell perforllling  tile f i t , The resulting fits, together w;th the residual error surfaces, are

presented ill l’igure 10. We observe frc)m these results that, over the bulk of the data, a

(cubic  fit does not offer a significant inlprovemellt  over a quadratic fit. About the edges

(:)f l)arallleter  space,  the cubic does c)ffer SC)IIIC irt)l)rovement.  lIowever,  at  the very edge

of tl]e l)arallleter  space (high attitude) the cubic errors can be greater than those of the

(quadratic fit. This is to be expected since it is widely krlown that polynomial fits can be

(quite inaccurate  wllell  extended outside tile l)art of l)aranleter  space most heavily weighted

in the fittin~.  We conclude that for (;eosat,  a quadratic fitting function is more robust

and probably sufficient to correct for the bulk of the mean height error. Nevertheless,



13

sillc(’  ske\YIIws aud S\$’11 are illdq)t~lldent  paralneters, one cannot correct completely for

t]ICI Skew’ ll (’ss ))ias by IIl:ifiing  :L co]r(’ctioll b:iscd 011 S\\)Il  done: orie will correct for the

y;lobal  11](1:111  c)(sl<cwlIfIs5  I)i;is, I)ltt tlio Ilcigllt  residuals \vill  still show aliltear trend with the

])lO(l\\(”t  olSli(’\Vll(’hS{  \ll(l  S\Vll,

6. C~onclusions

11 lIas luIIg l)wII recognized ill the altimetric  community that it would be desirable to

rr’l)rocess  :iltillleter  \v:ivefollli  {Iat:t ill urdcr  to obtain inlproved altimeter perform  allc.e [Hren-

~ier et al., 19!]3].  ‘JIIIC  ll~ajorol)staclc  tc)w:irds this goal has been the amount of processing

t~llle rt’quiled  l~y proc(’>sil]g algoritlll])s: the traditional belief has been that waveform pro-

cmsillg  collld  only be (Iolic  at :i rat{’ lnuch slower than  real tinle,  thus making it unfeasible

for o~)eratiollal  use. III this I)aljer weitltroduce a methc)d wliich  overcomes tliese problems

and allotvs  for faster  ttlall  r~’al tillie  processing of a]tinleter  data using modest computer re-

sc)urcfw.  \VfJli:i\[IsllL)\vIi  t h a t  tl~i> lll[tllo(l~  )loclllcesac  cilrateal  tillleterll  eiglltsa1ldSWll's,

a:; ivell as rstilll;ites  of’ tll~’ slic\v IIess of the returli  wave forln. \Ve presented the results of ap-

!)lyillg tliis :il~c)rithni  to (;cosat  (lat;i(lel~lollstratecl  the noise performanceo  ft healgorithm

co~wistellt  !vitll  tlieoretical  cstilllates. We also showed that the Geosat  heights available

ill the t;col)hysical  l)ata itecord  sufler from biases, and ascribed these biases to attitude

and slieivliess  induced errors. l’inally,  we investigated tile ~)ossibility  of applying empirical

correct  iol)s  to the (;eosat data and established a minimum averaging timein order that the

estimated corrections r~lllain stable. This algorithm is currently being used to reprocess

“1’opex data and theresu]ts  will be discussed in a separate paper.

Appendix A

III this appendix, we derive expressions for the return waveform and its derivatives for

tlic case whcu the point target response  can be written as a series of Gaussians.  The return

w:~vcfc)rln  is tile colivolutioll  of tllrw terms  [Ilrowlk, 1977]: the smooth surface response, the

point target rcspol~se, :iIId tl~e surface specular l}oint prclbability density function. This last



quantity  is given by

;~’liere.  latllcr ttiall  cxplessius  tllc pdfili  the h(’ig, ht domain  (2), we have expressed it in the

delay tillle dulllaili  (t = –22/c),  ivllere c is tile speed of  l ight . 1]1 the previous equation,

tU rcprescllts  tile nlw~li  leve]  of tllc spwu]ar l)oillts  c)n the ocean surface,  and crO represents

the standard  {Icvi:ttioll,  ill delay Lillle  units, of the specular points about this mean. It is

Wren kll O\\’11 that the lll~all  el~~tl”(llllag[  letic sllrfa~e  need not coincide with the lllCall  S e a

surface, ~ivill~  list to tll~ ‘.l~lectlc)lll:ig[lc’tic  Ilias” [}{o(lr(g~lez,1988].  on theo the rhand ,  i f

geollletrico[)tics  is correc-t, tliedevi:itio[l  of thehigher  order cumulantsfrotn  the sea surface

culllulants  is believed  to br of secoll(l  order, or higher, in the wave slope, and hence can be

igllc)rrd [I{c)(lrig LIez,l!)SS].

‘I’llosll}c)c)tll  s~lrface  lt’si)ollsei  sgivell  by (Itodriguez,1988]

(14)

(15)

wllcre (~(t) represents the u]lit step function, 10 is the zeroth order Bessel function of the

iirst kind, h is the altilneter  height above the surface, R is the radius of the earth, ~ is the

ofl-lla  dir alt~le , and 6Q is the antcnn~  bealllwidth  half-cone angle.

LJsing the fact that convolution is a linear operator, it is sufic.ient to obtain the result of

tl~e convolution using a. ~;aussian of arbitrary alnplitude  c;, displacement, ti, and standard

(leviat ion, s,. The final result follows by linear superposition. In the presence of skewness,

the ocean specular point distribution convolved with a Gaussian function can be written as

t–t~–ti
T=—

(7
(17)
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‘1’llc  rf.lnvolutioll  ofequatiull  ( if; ) with tile smc)oth  surface responses cannot be per-

for[ncd  a[lalytical]y. however, if tlw oll’-l~adir  angle is of the sameorder  of magnitude, or

sII~allcr, tlIa II Ila]f tlI{I alltt’ll!l:i  lj[~alliivi(lth,  olie can approximate the Bessel function above

(19)

The convolution can now h carried out in a

correct tc) the same order of approximation,

‘1’llis  ;i])])loxi])l:itio]i  is better than  2(X for 2 < 2.

str;\i~lltfcJr\val(l,  if tedious, f:ishio]~. ‘1’11(’ result,

i :i

/)i(T) ‘:
[ 1

fi(T)[C’I(T )-t CY2(T)]+  l.(~)  –!==exp –~
/Zr

(1 - c~(T)) (20)

I;(T) = .-] &o: (’XI)  ( - dT) ]0 ((V%) (21)

(:,(T) =“
: [(’f(i)+ ‘1 (22)

( )

‘3A 1
(’2(T) = ; [ ](

r~
; -7G Cxp – > - #+3dT-1 ) (23)

1

],(T) = ..@rC7; c’s]) ( - (/7”)  ~;-~ (24)

(25)

d = o (-J (26)

f’–to–i,
T–——-. . . d

(7

(27)

(28)

Notice that, when ~ >>0, the return power asymptotically approaches the smooth surface

res])o  Ilsc’. ‘1’llis  asymptotic behavior of the power calL be shown to be a general property of

tlie rc’turn  waveform for point target rmpollscs a]ld surface pdf’s which go to zero asymp-

totic:illy at a fast el]ough rate.

[Jsillg  ttlc previoils rwu]ts, the final expression for the mean return power is given by
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ll:ivili~cxl)ressecl tller~turll  potv[r:isasultl  ofallalytic functions,  theclerivatives  ofthc

]) OW’(,1” call be exl)licitly  calculated hy colllputillg  the derivatives of each tern] in the sun]

ali(l acldili~g  tlIt’1]1. ‘1’lLfIs(I clerivatil’(’s  :ircI givell  by tl~e followi:lg  fo rmulas

(30:

(31)

i)p, d 1
iii, ‘- ;pt - _-;ff:  (,x,) [1 [  (~)3:(T3+3d’-3,)l

--:; (fi’(~)- 7 / / ( , ) )  1 -

p(j<

{

dl] (<v’%)— —-— _ —— .
20

“’ + $~ fo(<ix)
opt (7(, 1

[ 1[

T2

( )

3A
- .-.-— : [’x]) — –– (-T/i(T)+- T~L)+ : ~

i)cfo “ ‘O &T—~ 2 2

[7/((, ) (# + :M~z -- :Ir -F 3d) – l,(~)  (T5 + 3d~4 – 3,3 + 3(-f~2 + @]]

])() = /i’(T) (( ’,( T)+-  (’J(T))

= 1,(T)—  ‘

[ 1

T’p, & ex,) -:: (1 - C,(T))

‘l’Ile lp:tdcr will notice that WO have computed the partial derivative of the power with

‘~ ratllcr  than <.Iespect  to < ‘1’his subtlety is due to the fact that, as ( -+ O, then $$ a O,

wliich in)l)lies  that, close to val~isl~ing attitude (tllc  nomilial condition!),  the power becomes

coll~l)letely  insensitive to attitude, and hence the attitude cannot be estimated, However,

the return power is Ilot  insensitive to attitude squared, even for vanishing attitudes. The

l~ricc one pays for being ah]e to estilnate  this I)aratlleter  is that, due to the presence of

Iloise,  a llegtitive  value of attitude squared will so]netimes be estimated: the asymptotic

distribution of tl~e cstill~atcw  of the attitude squared when the true attitude is zero is a

J

(32)

(33)

(34)

(35)

(36)

(;aussian  ce]ltrred  at zero attitude squared, a{ld in this case half of the values estimated

will be llegative.  q’his inconvenience n)ay be ameliorated by averaging the estimates (which
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\,vill asylllljtotically  prc)duce aII ullbiascd mtilnator)  or by setting  all negative  values to zero

(~vtlictl  Ivill  pro(!ucea  I)ia>ed Cstilllatc).

‘]’]IC (’(lU:ltiOll  S fol”  []IP I)altid d~lfi  Vati VCW WT’SOIllCWhat  COIll])hCatCd,  but thCysiIllplify

~i~,l~ifi~:llltl~  i f  tl~~ (lcli~,:[tiv{)s  :lre t:lkel~  :lbout ~ = (), as has,  ill f a c t ,  bee]] dOl)e in the

illll~lf’l[l(~llt:itic}~l  oftlle nl~olitlllli. “1’lIfJ l)artial derivative of the total power with respect to

ally variable ,r c:in liow be 1~’ri~trll  as

:: “ x “i::
2

wllicli  is the relationship needed for ill)l)l[’l~lc’lltillg  our algorithm.

(37)
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l’igure 1 :A mIllparisou  01 tllr  exact theoretical IJoint target response and the one

ol)taillf,d  by tile ~;altssiall  ))seudo-ivavelct  decol~~positio]l  (solid curves). The dashed  curve

slioi;s tl~(, tliil’[,reIice  IJettvcoli  tile tw’o curves.

Figuue  2: hlol~t(’  (’arlo  pcrfurlllalice  of the esti~llatio[l  algoritlll~~,  a) IIeight estinlatioll

~)(~rft)[lll;il~cc’: tlie s(luarcs sliow the ‘1’c)~)ex illstrul]~cut  pre-laul~ch  perfc)rmance for one second

(Iilt ii averaging; the ~olid circles snow ttle maximulu  likelihood performance. ‘1’hese  estimates

are ullcorrelated  froln sa[liple  to s;i IIlple, unlike the altimeter tracker estimates, which are

correlated due to tlie on- boa)d  tracking (smoothing) algclrithm. The lowest curve shows the

a]~orit]~l]l  ])(’lfCJI’lll  ~IIC(’  witli t]ie sallle  anlc)ullt  of smoothing as the ‘1’opex on-board tracker.

b~I Sigllificallt  wave hcig]lt perforlllance  (sanle sylnbols as in (a)), c) Skewness estimation

pcrfollllallce.

Figure 3: l~ractiollal  rmidua]s  froll~  tlIe waveform fit (a) and from a waveform com-

l)utc(l usil)g  the) l)aralll(,ters  in tllc (; I) R’s. cl’he dashed curves show the residuals using the

calibratioli  ~~oint  tar%ct res~)olls(’  which sl~ow’ large errors for both the retracked  and the

(;1)1{  estilllatcxl  parameters. ‘1’lle solid line shows the residuals after PTR optimization.

Notice that even after  1) ’1 ’1{ optilllization,  the GI)R estimates show large residuals about

tlIe lcadil]g  edge. ‘1’his is co[lsiste[lt  with the height errors shown in the following figures.

Notic~’alsoth:it  the(; l)f{ lesiflllalss  llo~vatrell(lixl  the trailing edge: this inconsistent with

t i le  at t i tude  errors d iscussed  ill the text.

Figure 4: (~oll~parisoll  of the calibration }’TR (dashecl  line) and the optimized PTR

(solid line). Notice tilat  tllediflerences  aresl]lall,  but,  as shownin  theprevious  figure, can

have significant efl’ectson  the residuals,

Figure 5: Measured height noise forwei,gbted  (a) and unweighed (b) estimation, The

l)oil~ts  sllotvtl~e  ll~eas~lrell~ents,  wl~ilett~e  soli(llit~es  arethehlonte  Carlo  predictions.  A good

agrcelnmt  is observed between theory and observation. The weighted algorithm performs

soll~cwliat  better for I]igher values of SW II, but the difference is not as marked for the

slna]lcr values of S\l’11.

l’igure  6: A colllparisoli of ttle waveform tetrackillg  estimated parameters and those
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a])l)eari]~~  iu tile (;1)1{. ‘J’he u})per plot presents  the percentage of the data in eac}l bin, while

the lo\v(Ir  l)lot  shows a bi)llled  scatter l)lot cjf tile two quantities. l’he error bars reprment  the

(Iata Y’ali:ilicr  ill c’actl ljill. (ji~)  Siy,llificallt  \\’akc  ]Ieiglit;  (jb) Attitude squared; 6c) Height

corrcctioll.

Figure  7 :  A Ilistop,ra)ll  cjftll(t.~1)>(’lic’tl  skcIwlless  fordays60-730f  1988.

l~igure 8: a) l{ctrackil~g  Ileigllt  c(lrrectioli  binned as a function of SWII times attitude

squared  a n d  SJV}l tinles skelvt]esh. b) l{esiduals  from this surface after a best bit linear

{ut~ctiou is removed.

Figure 9: l{etlackil~~lleigllt  collection hinnecl  asafunctionof  SWH and attitude: a)

average of data ill days 60-66 of 19SS; b) average of data in days 67-73 of 1988; c) average

of data ill tile two ueck  l]eriod. Notice tliat  there is a significant amount of variation from

week to ~vceli.

Figure 10: Residuals fro]ll tile l)rf’vious surface after qua.dratic  and cubic polynomials

~lre lelllo~(’d. 10a) and lob) ~llow tll{’  quadratic and cubic surfaces respectively. 10c) and

IO(l) sliow tile corrc’spolldill~  rosi(luals.
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